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Abstract— In this paper, we derive an analytical model of
the uplink power control of a CDMA system in the presence
of fast Rayleigh fading. This analysis is based on an up/down
power control algorithm, as it is used for the current 3GPP
standard. A stochastic nonlinear model of the closed loop power
control system is derived based on statistical linearization. Our
model also accounts for the effect due to the coupling of the
power control loops of different users by interference and thus
provides a general framework to study the effect of several
user parameters like the speed of the mobiles, their target
SINRs, their spreading gains, their power control stepsizes, their
transmit power limits and the number of users on the SINR
control errors, the transmit powers and consequently on the
whole power controlled system in terms of the achieved user
capacity. Our analytical results exhibit excellent accuracy shown
by comparison with numerical results achieved by means of
Monte Carlo simulations. In comparison to the widely studied
static scenarios we are able to make statements about the system
capacity in terms of supportable users, depending on the system
dynamic. The results delivered by our model clearly show that
with increasing channel dynamics, the number of users that can
be supported with given data rates will significantly decrease.

I. INTRODUCTION

Effective transmitter power control is essential for high-
capacity cellular radio systems, to provide a satisfactory qual-
ity of service (QoS) and to cope with the near far problem.
The QoS is determined by the achieved signal to noise and
interference ratio (SINR). On the uplink the transmit power
of the mobiles is controlled by the base station aiming each
user to achieve its required SINR. In the uplink of UMTS [4],
these control actions are implemented by sending commands
from the base station to the mobile in order to increase or
decrease its transmit power by a fixed amount. We will refer
to this kind of power control as up/down power control. In this
type of power control, the base station measures the SINR for
each user and compares it with its respective target SINR. A
power control bit is then sent to the mobile station once every
power control group (PCG). This power control scheme works
linkwise independent as the power control of each link is only
based on its own SINR.
In this paper we analyze the reverse link of a CDMA system
using this up/down power control algorithm in the presence
of Rayleigh fast fading. There has been a lot of literature
concerning the optimal transmit powers, the convergence of
iterative algorithms towards this optimum and the user capac-
ity in the case of a static scenario e.g. [9], [7], [5], [6], [8]
and [1]. In practical systems the power control works in the
environment of highly dynamic channels. The performance
of power control in the case of realistic dynamical scenarios
has only been studied by few. Some aspects of the dynamic
behavior of the power control scheme have already been
studied in [2], where one independently power controlled
link has been examined, depending on the mobiles’ velocity
and the power control step size. The interference caused by
other users has been treated as a constant with the reasoning
that these links are also power controlled. This assumption is
valid only for a certain range of velocities, due to the effect
that for high velocities power control becomes worse. The
main contribution of this paper is to consider the interference
noise power as a stochastic process, depending on the number

of users and their system parameters. Furthermore [2] only
considers the variance of the power control error. We extend
this model regarding to the mean values of several processes,
especially of the control error and the transmit power. This
enables us to give statements about feasibility and the required
mobile transmit powers to achieve a specific data rate. Thus
this paper enables detailed power control system analysis with
regard to the interference limitation of the system considering
the channel dynamics of the individual links, which is a new
approach. Furthermore our model includes also the behavior of
the limiter, thus showing the effect on the system if mobiles are
running into their maximum transmit power. Numerical results
show the accuracy of our model, which allows to study the
feasibility of a given load situation concerning the given power
control scheme without going through lengthy simulations.
The paper is organized as follows. After introducing the
system model of the coupled power control loops, its nonlinear
components are linearized. Based on this linearized model the
equations for a second order analysis are derived. Finally the
validity of our model is proofed by a comparison with system
simulation results.

II. SYSTEM MODEL

We consider a CDMA uplink with N users sharing the
same channel. Using a flat fading model and considering the
observation interval to be infinite, the received signal is given
by

r(t) =
N

∑
n=1

∞

∑
j=−∞

√
pn(t)bn, jcn, js(t − jTc − τn)e

jφn +n(t). (1)

In this equation
• Tc is the chip duration
• cn, j ∈ {−1,+1} with equal probability is the value of the

jth chip of the nth user
• bn, j ∈ {−1,+1} with equal probability represents the

value of the bit containing the jth chip cn, j. It takes on
the same value for Mn successive chips where Mn is the
spreading factor of user n.

• s(t) is the chip waveform, which is assumed to be equal
for all users, with variance σ2

s = 1.
• φn is the phase offset and τn the propagation delay of the

signal of user n.
• pn(t) is the received power of user n which is equal

to an(t) · xn(t), if an(t) is the link gain, resulting from
Rayleigh fading, and xn(t) the mobile transmit power.

• n(t) is a zero mean complex valued Gaussian noise
process with the variance σ2

n.
Making the same assumptions as in [2], of uniformly dis-
tributed τk ∈ [0,Tc] and φn = 0 1, this model yields the
following slotwise equation for the SINR of user n, see [2],

γn(k) =
pn(k)Mn

∑N
m�=n pm(k)+σ2

n/2
=

an(k)xn(k)Mn

∑N
m�=n am(k)xm(k)+σ2

n/2
. (2)

1in [2] it has been shown that this assumption has only little impact on the
analysis
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Fig. 1. Global system model

The mobile transmit power is constant over one slot. Since we
want to establish a slotwise system model, also the link gain in
this model has to be represented by a value for each slot. Due
to the circumstance that the power is updated in dB steps, it is
appropriate to use a system model in the logarithmic domain.
Using instead a system model in the linear domain the power
update step would depend on the actual transmit power, and
thus the model would become more complex. Transforming
equation (2) into the logarithmic domain leads to

Γn(k) = An(k)+Xn(k)− In(k) (3)

where the capital letters denote values in dB. In(k) is the
interference term for user n, which is equal to

In(k) = 10log10

(
∑N

m�=n am(k)xm(k)+σ2
n/2

Mn

)
. (4)

At the base station Γn(k) is compared to the target SINR Γtar
n

for each user. If Γn > Γtar
n , the base station will command

the mobile to reduce its power by d dB; if instead Γn < Γtar
n

a command to increase the transmit power by d dB will be
transmitted to the mobile. As Γtar

n is only adapted very slowly
by an outer loop to guarantee a certain QoS requirement we
can treat it as a fixed reference.
Due to the limited transmit power the mobile can not always
react as it is decided by the base station. E.g. in the case
the mobile transmits already with its maximal transmit power,
a further power up command will not change the transmit
power. Fig. 1 shows the resulting system model. The input
processes to the nonlinear system An(k) are the link gain
sequences transformed into the logarithmical domain. The
functions f (x) = 10

x
10 and g(x) = 10 · log10(x+σ2

n/2) are
transformations from the logarithmic domain to the linear
domain and back, including the AWGN in the back trans-
formation g(x). From here on we assume a feedback delay of
one PCG. The derivation of the analytical model is straight
forward in the case of larger feedback delays.

III. STATISTICAL LINEARIZATION

The performance of the power control system can be
evaluated by the distribution of the SINR error Yn(k) =
Γtar

n − Γn(k − 1). Good power control performance leads to
a narrow pdf of Yn(k) with zero mean. Unfortunately, it is
difficult to derive the pdf itself, and can only be achieved by
solving the Fokker-Planck-Kolmogorov equation [10], which
often turns out to be difficult to solve. Thus we will restrict
the examination to a second order analysis of all processes.
The system performance will then be evaluated on the mean
and the variance of the SINR error Yn and the transmit
power Xn. For the derivation of these statistical quantities we
linearize the nonlinear components like the nonlinear decision
device (refered to as slicer) and limiter. Therefore we use the
technique of statistical linearization [11] as it has already been
used in [2] for the slicer.

A. Slicer
In contrast to [2] we extend the slicer linearization to a non

zero mean input process Yn. As it has been done in [2], we
substitute the slicer by a constant gain Kn and additive white
noise Wn(k). The output Zn(k) of the slicer is approximated
by Ẑn(k) = KnYn(k)+Wn(k) with the constraint that Z and Ẑ
have the same mean and variance. Furthermore we choose
the constant Kn to minimize the MSE E{(Zn − Ẑn)

2}.
At this point we make the assumption that Yn(k)∼N(µYn ,σ2

Yn
),

i.e. a random variable with mean µYn and variance σ2
Yn

, as in
[2]. Its validity will be discussed in section V. Assuming σ2

Yn

to be known, we shall find the optimal Kn, µWn and σ2
Wn

as a
function of µYn and σ2

Yn
. Therefore we use the following three

equations:
E{Ẑn} ≡ E{Zn} = µZn (5)

E{Ẑ2
n} ≡ E{Z2

n} = µ2
Zn

+σ2
Zn

(6)

0 ≡ ∂E{(Zn − Ẑn)
2}

∂Kn

∣∣∣∣
Kn=K∗

n

. (7)

Based on the Gaussian assumption of Yn the mean and the
variance of Zn and the correlation of Yn and Zn calculate to

µZn =d ·
[

2Φ
(

µYn

σYn

)
−1

]
(8)

σ2
Zn

=4d2 ·
[

Φ
(

µYn

σYn

)
−Φ2

(
µYn

σYn

)]
(9)

E{YnZn}=d
√

2
π σYne

− µ2
Yn

2σ2
Yn+dµYn

[
Φ

(
µYn
σYn

)
−Φ

(
− µYn

σYn

)]
(10)

where Φ(x) = 1√
2π

∫ x
−∞ e−

t2
2 dt is the Gaussian error function.

Based on (5) - (7), the parameters for the linearization of the
slicer are given by

K∗
n = 1

σ2
Yn

(E{YnZn}−µYn ·µZn) (11)

µWn = µZn −K∗
n ·µYn (12)

σ2
Wn

= σ2
Zn
−K∗2

n ·σ2
Yn

. (13)

B. Limiter
In the same way as we have linearized the slicer we

are going to linearize the limiter. The output of the limiter
Xn(k) is approximated by X̂n(k) = KLnUn(k)+Vn(k) with the
constraint that X and X̂ have the same mean and variance.
We assume that Un(k), the input to the limiter is Gaussian
distributed and use the following equations to evaluate the
constant gain KLn and the mean and the variance of Vn(k):

E{X̂n} ≡ E{Xn} = µXn (14)

E{X̂2
n } ≡ E{X2

n } = µ2
Xn

+σ2
Xn

(15)

0 ≡ ∂E{(Xn − X̂n)
2}

∂KLn

∣∣∣∣
KLn=K∗

Ln

. (16)

Based on the Gaussian assumption of Un the first and second
moment of Xn calculate to
µXn = (Xmin

n −µUn) ·Φ
(
Qmin

n

)
+(Xmax

n −µUn) ·Φ(−Qmax
n )

+µUn − σUn√
2π

[
e−

1
2 Qmax2

n − e−
1
2 Qmin2

n

]
(17)

E{X2
n } = µ2

Un
+σ2

Un
+(Xmin2

n −µ2
Un

−σ2
Un

) ·Φ(
Qmin

n

)
+(Xmax2

n −µ2
Un

−σ2
Un

) ·Φ(−Qmax
n )

− σUn√
2π

[µUn +Xmax
n ]e−

1
2 (Qmax

n )2

+
σUn√

2π

[
µUn +Xmin

n

]
e−

1
2 (Qmin

n )2
(18)



with Qmin
n =

Xmin
n −µUn

σUn
and Qmax

n =
Xmax

n −µUn
σUn

where Xmin
n and

Xmax
n are the minimum and maximum transmit power of

mobile n. For the correlation between Un and Xn we get:

E{XnUn}=(µ2
Un

+σ2
Un

)+(Xmin
n ·µUn −µ2

Un
−σ2

Un
) ·Φ(

Qmin
n

)
+(Xmax

n ·µUn −µ2
Un

−σ2
Un

) ·Φ(−Qmax
n )

− σUn√
2π

µUn

[
e−

1
2 Qmax2

n − e−
1
2 Qmin2

n

]
. (19)

Using these quantities in the following equations, which result
from (14) - (16), we get the parameters for the linearization
of the limiter

K∗
Ln

= 1
σ2

Un
(E{XnUn}−µUn ·µXn) (20)

µVn = µXn −K∗
Ln
·µUn (21)

σ2
Vn

= σ2
Xn
−K∗2

Ln
·σ2

Un
. (22)

C. Interference Noise Power Approximation
It remains to find an approximation for the mean and

variance of the interference noise power of user n, see (4).
That means that we have to find an equation for the mean and
the variance of the sum of the received signal powers Rm(k)
m �= n of the other users and the additive white Gaussian noise
power, which is treated as a constant.
Assuming that the received powers Rm(k) and the interference
noise power In(k) are Gaussian distributed, we can use the
Fenton-Wilkinson (FW) approximation, see [3], for the cal-
culation of the mean and variance of the sum process In(k).
This assumption is an approximation, which becomes critical
in case of high velocities. The FW transformation is derived
by matching the first two moments of ∑K

i=1 eξi ≡ eχ leading to

u1 = E{eχ}=
K

∑
i=1

e
µξi

+ 1
2 σ2

ξi (23)

u2 = E{e2χ}=
K

∑
i=1

e
2µξi

+2σ2
ξi +2

K−1

∑
i=1

K

∑
j=i+1

e
µξi

+µξ j e
1
2 (σ2

ξi
+σ2

ξ j
)
.(24)

In our case the mean and the standard deviation are given in
decibels, thus we have to use the following substitutions

µξi
=

{ ln(10)
10 µRi i = 1 . . .N −1

ln(10) · log10

(
σ2

n
2

)
i = N

(25)

σ2
ξi

=

{ (
ln(10)

10

)2
σ2

Ri
i = 1 . . .N −1

0 i = N
. (26)

Solving (23) and (24) leads to

µIn =
10

ln(10)

[
2ln(u1)− 1

2
ln(u2)

]
−10log10(Mn)(27)

σ2
In =

(
10

ln(10)

)2

· [ln(u2)−2ln(u1)] (28)

for the mean and the variance of the interference noise power.
The term −10log10(Mn) results from (4).
This approximation assumes that the processes Ri are
uncorrelated. Indeed, it can be shown by simulations that
there are only weak correlations between the Ri’s.
The whole system analysis is based on spectrum integration
(see section IV), hence we need not only the variance of In but
also its spectrum. We obtain the spectrum of In by calculating
the autocovariance functions CRiRi of all the processes Ri,
then calculate the FW approximation for each entry of the
autocovariance function and thus get the autocovariance
function CInIn of the interference noise power. Based on this

autocovariance function we can calculate the spectrum SIn of
the interference noise power.
At this point it should be underlined that the coupling of the
individual power control loops is contained in our analytical
model by the calculation of the mean values and the spectra
of the interference noise power processes, and thus accounts
for the power control performance of the individual links.

a) Evaluation of FW-Approximation quality: As already
stated in [3] the quality of the FW-approximation strongly de-
pends on the values of the standard deviation of the processes
to be summed. Furthermore we have made the assumption
that the processes Ri are Gaussian distributed, which does
not hold exactly, especially for high velocities. Thus we have
compared analytical results based on the FW-approximation
with simulation results in Fig. 2. This comparison shows, that
the mean is overestimated and the variance is overestimated
too in the case of high velocities. In the case all loops are
parameterized in the same way and thus all the processes to be
added have the same statistics, it can be shown that, decreasing
the variance of all addends, the mean and the variance of
the FW-approximation result also decreases. Therefore we
introduce a constant 0 < α < 1 reducing the input variance
(also entries of the autocovariance functions CRiRi ). Fig. 2
shows the parameters µIn and σ2

In of the FW approximation
depending on α compared to the simulation results in the case
all power control loops are parameterized identically. Due to
the fact that especially an overestimation of µIn is critical due
to the feedback in the system equations, we decide to choose
α = 0.5 which leads to a good match between the analysis and
the simulation results for a wide range of parameters.

IV. SYSTEM EQUATIONS - SPECTRUM INTEGRATION

Now, as we have found approximations for the nonlinear
expressions, we are able to derive equations for the first and the
second order moments of the various processes. Fig. 3 shows
one individual power control loop of the linearized model.
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Fig. 3. Linearized Power Control Loop

The equations describing the mean values can easily be
deduced from Fig. 3. We get

µYn = Γtar
n −µXn −µAn +µIn (29)

µUn = µZn +µXn . (30)

Together with (27), (8) and (17) we have found the set of
equations describing the mean values.
For the calculation of the variance of the different processes we
use the spectrum integration approach as it has already been
used in [2]. With the linearized model of each power control
loop, we can establish transfer functions between the various
input and output ports. The model has four input processes,
An, In, Wn and Vn, assuming Γtar

n to be constant. The processes
Wn and Vn are white Gaussian noise processes, thus their
spectra are completely characterized by σ2

Wn
and σ2

Vn
, which

are given by (13) and (22). The spectrum SIn is given by the
FW-approximation based on µRi and SRn . The spectrum SAn of
the channel power process in the logarithmical domain, corre-
sponding to a Rayleigh channel, is precalculated by means of
Monte Carlo simulations of the channel processes for various
velocities. As output processes of each power control loop we
use Xn, Yn, Un and Rn. The variances of all those processes are
required to solve the equations of the analytical system model
or for system performance evaluation. From Rn we also need



Fig. 2. FW-approximation results (green/light gray) vs. simulation (red/dark gray, independent of α) for µI and σI of the interference noise power

the spectrum as input to the FW-approximation. Assuming the
four input processes to be mutually uncorrelated, which can
be approximately shown for An and In by simulations (Wn and
Vn are uncorrelated to the other processes by construction), the
spectra of the output processes can be calculated as follows

SPn = |HAPn(ω)|2 ·SAn + |HIPn(ω)|2 ·SIn

+|HWPn(ω)|2 ·σ2
Wn

+ |HVPn(ω)|2 ·σ2
Vn

(31)

with e.g. HAPn(ω) as the transfer function of the linearized
model from the input port of the process A to the output port of
the process P, where P is a placeholder for the specific process.
The transfer functions depend on the linearization constants K∗

n
and K∗

Ln
. The variances are then given by

σ2
Pn

= 1
2π

∫ π
−π SPn(ω)dω. (32)

Now we have completed our set of equations, which enables
us to calculate the first and second order moments of all
processes.

V. NUMERICAL RESULTS

Now all the equation of the analytical model have been
found. In order to obtain numerical results, in this section
the nonlinear set of equations ((8), (9), (10), (11), (12), (13),
(17), (18), (19), (20), (21), (22), (23), (24), (25), (26), (27),
(28), (29), (30), (31) and (32)) has been solved numerically
for some scenarios using MATLAB and the results have
been compared to simulation results. The simulation model
includes the power control loop implementations for all users,
including the nonlinearities, and also the interaction of these
users as interference to each other.
For all evaluated scenarios we assume a transmit power
dynamic range of 65dB for all mobiles according to [4].
Furthermore we assume that respectively to a target SIR of
0dB the transmit power can increased about 21dB and can
be decreased about 44dB. Since we are only using relative
values and no absolute values, it is not necessary to make
further assumptions about path loss, etc..
Figures 4(a)-4(d) show some results for the case that all
power control loops have the same parameterization, with
target SINR’s Γtar

n = Γtar = 0dB, spreading gains Mn = M = 8
and all users moving at the same velocity. The power control
stepsize has been chosen to 1dB which corresponds to the
3GPP standard [4]. As an example, Fig. 4(a) shows the
behavior of the main statistical system parameters vs. the
number of users, resulting from simulation and from analysis,
which are obviously in excellent agreement. Already here the
reaction of a system exposed to an infeasible load situation
can be evaluated, as for N > 8 the respective target SINRs
can not be reached.
Fig.4(c) shows the behavior vs. the velocity for only one user.
In this case there are no errors due to the FW-approximation
since it is not incorporated. Obviously, in case of high
velocities the mean of the target SINR drops below the given
target, although the system is not overloaded. This effect
can be explained as follows. In the case of high velocities
the transmit power can not be adapted to the inverse of

the channel weight process due to the fixed power control
stepsize of 1dB and the inherent power control delay. Thus
the process R and consequently the process Y are no longer
Gaussian. In the limit of high speeds Y becomes close to
the process A with respect to its statistical properties. One
important characteristic of the process A is, that its pdf is
asymmetric in the logarithmical domain, i.e. that the mean
and the median are no longer equal. Due to this effect, it
is possible, that the output of the slicer Z has zero mean,
the system is not driven into the limit, although the mean at
the input of the slicer has a mean unequal to zero. This can
not be accounted for in our analytical model, since for the
linearization of slicer and limiter and for the application of
the FW-approximation the signals have been assumed to be
Gaussian distributed and thus having a symmetric pdf. Due
to this effect all mean values have an offset corresponding
to the observed difference in µy between simulation and
analysis. This deviation between reached SINR and target
SINR can be compensated for by the outer power control
loop which increases the target SINR properly according to
this deviation. This shows that this deviation between target
SINR and reached SINR is not caused by the limited system
capacity, in contrast it only results from the power control.
Furthermore Fig. 4(c) shows, that for high velocities the
variance of the control error approaches the variations of
the channel process An, which shows the correctness of our
model. At low speeds the control error variance approaches
0.5dB due to the stepsize of 1dB.
Fig. 4(d) shows the behavior vs. speed in case of 8 users.
In this figure also our analytical model shows an effect
of a decreasing mean SINR for increasing velocities. This
deviation shown here arises due to the limited system
capacity and the increasing interference noise power in case
of increasing velocities and cannot be compensated by the
outer loop power control. It is superimposed by the effect of
the deviation of the reached SINR from the target SINR in
case of high velocities due to the asymmetric pdf as it has
already been observed at Fig. 4(c). The increasing deviation
from the target SINR for increasing velocities due to the
limited capacity can also be understood in the following
way: With increasing velocities, the mean transmit powers
increase, which lead to a decreased system capacity in
terms of supportable users. Except for the problem discussed
above, the results of our analytical model are in very good
accordance with the results obtained by simulations.
In Fig. 4(a) it is obvious that for N ≥ 9 users the mean
received SINR begins to decrease and thus the given target
SINR can not be achieved, as it is in accordance with
theoretical considerations for static propagation conditions
[1]. Fig. 4(b) shows that for a higher velocity (v = 50km/h)
the achieved SINR already begins to decrease for N ≥ 7 users.
Obviously the capacity in terms of supportable users depends
on the velocity and decreases with increasing velocities. This
effect can be clearly evaluated with our analytical model. Due
to the non ideal power control, the variances of the received
signal powers increase with the velocity. Consequently the
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mean of the interference noise power increases with the
velocity, and thus the mean transmit power increases too,
see Fig. 4(d). Hence fewer users can be supported since the
system is interference limited.
The validity of our analytical model has also been proven for
power control stepsizes different from 1dB. Furthermore our
model enables the analysis in the case of users moving at
different velocities, having different target SINRs, and having
different spreading gains. Also in this case, the analytical
model delivers accurate results, with the same factor α = 0.5
in the FW-approximation.

VI. CONCLUSION

In this paper an analytical model for a CDMA reverse link
with an up/down power control algorithm has been developed.
The effect of the mobile speed and the number of users on
the mean and variance of the control error and the transmit
power has been studied. Furthermore, our model is general as
it accounts for users being parameterized with different target
SINR’s, different spreading gains and different power control
stepsizes. Our model incorporates the coupling between the
different power control loops due to the interference. The
model includes also the limitation of transmit powers.
The results achieved by our analytical model are in excellent
agreement with simulation results, and thus the analytical
system model enables fast evaluation of the feasibility of a
specific scenario and the reaction of the system exposed to this
situation. The understanding of this reaction is necessary for
the development of better algorithms e.g. to detect infeasible
system load situations.
Furthermore the analysis shows that the number of supportable
users in a system in a dynamic channel environment using the

up/down power control algorithm is less then the theoretical
achievable number of users in case of perfect power control.
Up to now, SINR measurement is assumed to be perfect, but
SINR estimation errors can be introduced to the model as
a further input process and thus the model will enable us
to study the impact of of different SINR estimators on the
system behavior. Furthermore it will be interesting to study
the effect on power control if multipath fading is considered.
It is expected that due to the RAKE receiver the impact of
deep fades will be decreased.

REFERENCES
[1] D. Catrein, L. Imhof and R. Mathar, Power Control, Capacity, and

Duality of Up- and Downlink in Cellular CDMA Systems, IEEE Trans.
on Commun.,vol. 52, pp.1777-1785, Oct. 2004

[2] L. Song, N.B. Mandayam and Z. Gajic, Analysis of an Up/Down Power
Control Algorithm for the CDMA Reverse Link under Fading, IEEE J. on
Select. Areas in Commun., vol. 19, pp. 277–286, Feb. 2001.

[3] P. Pirinen, Statistical Power Sum Analysis for Nonidentically Distributed
Correlated Lognormal Signals, The 2003 Finnish Signal Processing
Symposium (FINSIG’03), Tampere, Finland, May 19, 2003, pp. 254-258.

[4] 3GPP TSGRAN. Physical layer procedures (FDD), TS 25.214, June 2003
[5] S.V. Hanly and D.N. Tse, Power Control and Capacity of spread spectrum

wireless networks, Automatica, 35(12):1987-2012, Dec. 1999
[6] S.A. Grandhi, R. Vijayan and D.J.Goodman Distributed power control in

cellular radio systems, IEEE Trans. on Commun., vol. 42, pp. 226-228,
1994

[7] J. Zander, Performance of optimum transmitter power control in cellular
radio systems, IEEE Trans. Veh. Technol., vol. 41, pp.57-62, 1992

[8] R.D. Yates, A Framework for Uplink Power Control in Cellular Radio
Systems, IEEE J. Select. Areas in Commun., Vol. 13 No.7, Sept. 1995

[9] G.J. Foschini and Zoran Miljanic, A simple Distributed Autonomous
Power Control Algorithm and its Convergence, IEEE Trans. on Veh.
Technol., Vol. 42, No.4, Nov. 1993

[10] M. Dimentberg, Statistical Dynamics of Nonlinear and Time Varying
Systems, John Wiley & Sons Inc., 1988

[11] A. Pervozvanskii, Random Process in Nonlinear Control System,
Academic Press, New York, 1965


