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A Dual Method for Computing Power
Transfer Distribution Factors

Henrik Ronellenfitsch, Marc Timme, and Dirk Witthaut

Abstract—Power Transfer Distribution Factors (PTDFs) play a
crucial role in power grid security analysis, planning, and redis-
patch. Fast calculation of the PTDFs is therefore of great impor-
tance. In this paper, we present a non-approximative dual method
of computing PTDFs. It uses power flows along topological cycles
of the network but still relies on simple matrix algebra. At the core,
our method changes the size of the matrix that needs to be inverted
to calculate the PTDFs from IN X NN, where IN is the number
of buses, to (L — N 4+ 1) X (L — N + 1), where L is the num-
ber of lines and L — N + 1 is the number of independent cycles
(closed loops) in the network while remaining mathematically fully
equivalent. For power grids containing a relatively small number
of cycles, the method can offer a speedup of numerical calculations.

Index Terms—DC power flow, line outage distribution factor,
power transfer distribution factor.

1. INTRODUCTION

HE supply of electric power is essential for the function

T of the economy as well as for our daily life. Because of
their enabling function for other infrastructures such as traffic
or health care, power systems are considered to be uniquely
important [1]-[4]. The rise of renewable power sources puts
new challenges to grid operation and security, as they are typ-
ically strongly fluctuating and often located far away from the
load centers such that power must be transported over large dis-
tances [1], [S]-[7]. Thus efficient numerical methods are of great
importance to analyze and improve the operation of power grids.
Animportant method to assess the security of a power grid and

to detect impending overloads is given by the linear sensitivity
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factors [8]. Power transfer distribution factors (PTDFs) describe
how the real power flows change if power injection is shifted
from one node to another. Correspondingly, line outage distri-
bution factors (LODFs) describe the flow changes when one line
fails. These elementary distribution factors can be generalized
to reactive power flow [9] and multiple line outages [10]. PTDFs
and LODFs are heavily used in the planning, monitoring and
analysis of power systems [8], for instance for security analysis
and contingency screening [11]-[13], island detection [14], the
simulation of cascading failures [15], transmission congestion
management [16], the estimation of available transfer capabil-
ities [17], and re-dispatching in case of impending overloads
[18], [19].

The numerical simulation of large interconnected power sys-
tems can be computationally demanding. A particularly de-
manding step in the calculation of PTDFs is the inversion of
the nodal susceptance matrix whose size is given by the num-
ber of buses N in the grid. Computation times can be crucial
when many different load configurations of the grid have to be
considered or for real-time security analysis.

In this paper we propose a new approach to computing PTDFs
in linear sensitivity analysis. It uses a decomposition of power
flows into cycle flows. Suppose we inject some real power at
node s and take it out at node r. We can satisfy real power
balance by sending the power along an arbitrary path from s to
r. Obviously, this does not yield the physical solution and must
be corrected by flows over alternative paths from s to r. Our
analysis offers a systematic way to obtain the physically correct
solution by adding cycle flows which do not affect the power
balance. This approach yields a novel method for calculating the
PTDFs which can be more efficient than established alternatives.
In particular, the size of the matrix which has to be inverted is
given by the number of independent cycles in the network, which
is often much smaller than V.

II. THE DC APPROXIMATION AND LINEAR
SENSITIVITY ANALYSIS

The operation of power grids is determined by the conser-
vation of real and reactive power, also called Tellegen’s the-
orem [8], [20]. The real power balance at one of the nodes
n=1,..., N reads

Pn = .g'rzrz‘/;l2 - Z (Vn‘/kgnk cos(@k - Hn)
k#n

+ V;I,V}cbnk Sin(ek - o’n,)) 5 (1)
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where P, is the real power injection, i.e., the difference of
generation and demand at the node n. The nodal voltage
has magnitude V,, and the phase angle 6,,. The nodes are
connected by transmission lines or transformers with conduc-
tance g, and susceptance by ;. Within the dc approximation one
neglects ohmic losses, g, = 0, assumes that the voltage mag-
nitude remains fixed and linearizes the sine function [8], [20].
In the simplest case one expands the sine around the ‘empty’
gridsin(6y, — 0,,) ~ 0, — 0,, and sets all voltages magnitudes to
1 p.u. The nodal voltage angles are then determined by the linear
set of equations

Bo=P @

where B € RV*Y is the nodal susceptance matrix with ele-

ments
N .
Bue= { 2 i T k= 3)
if k#n.

The vectors 6 = (0,...,0x) € RY and P=(P,...,
Py)t € RY summarize the nodal voltage angles and the real
power injections, respectively. Here and in the following the
superscript ‘t’ denotes the transpose of a vector or matrix.
The real power flow from node k to n is then given by
Fkn = bkn(ek - 971) = *Bkn(ek - 071)~

We now consider an increase of the real power injection at
node s and a corresponding decrease at node r by the amount
AP. The new vector of real power injections is given by

P’ :P+Aqur7 (4)

- bnk

where the components of g,, € R are +1 at position s, —1
at position 7 and zero otherwise. In the interest of reducing
notational clutter, we omit the explicit dependence of P’ on s
and r. The nodal voltage angles then change by

AO = AP Xq,,, (5)

where X is the Moore—Penrose pseudo inverse of the nodal
susceptance matrix,

X =B"". (6)

Again, we omit the explicit dependence on s and r. It is noted
that B is a Laplacian matrix, which has one zero eigenvalue with
eigenvector (1,1,...,1)" [21]. This eigenvector corresponds
to a global shift of the voltage angles which has no physical
significance. Finally, the real power flows change by AFj; =
bij(Ag; — Af;) and the associated PTDFs are given by [8],

_ AF;
AP
= bij(Xis — Xir — Xjs + Xjr)- @)

PTDF(z])S,T :

LODFs describe how the power flows change when a line
(s,r) is lost. They are defined as [8]

AF;
o ®)

ST

LODF ) (o) =

where the superscript (0) denotes the flow before the outage.
The LODFs can be expressed by PTDFs in the following way.
To consistently model the outage of line (s, '), one assumes that
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the line is disconnected from the grid by circuit breakers and
that some fictitious real power AP is injected at node s and
taken out at node r. The entire flow over the line (s, ) after the
opening thus equals the fictitious injections F7, = AP. Using
PTDFs, we also know that

F!. = F\" + PTDF, ) ., AP ©)
Substituting F,, = AP and solving for AP yields

AP =F = £y

= 10
1 —PTIDF( ., (19)

The change of real power flows of all other lines is given by
AFjj = PTDF; j , » AP such that we finally obtain

PTDF(’L,j),S,T

LODEjj),(s1) = 1—PIDF( ),

1D
The accuracy of the dc approximation and correspondingly the
PTDFs and LODFs can be increased if one linearizes around a
solved AC power flow base case, i.e., one linearizes the equa-
tions (1) around one particular solution. This approach leads
to so-called ‘hot-start dc models’ or ‘incremental dc models’
[22]-[24]. The governing equation of these advanced dc models
is still given by (2), but P and 6 now describe the change of
the power injections and phase angles with respect to the base
case. The matrix B explicitly depends on the base case, such
that a new matrix has to be inverted for every base case under
consideration to compute the PTDFs and LODFs. If many such
base cases need to be analyzed, any speedup of the computation
can be extremely valuable.

III. FROM EDGE SPACE TO CYCLE SPACE

In this section, we review some basic linear algebraic methods
from graph theory that we use in the rest of the paper. We mainly
follow [25] and [21].

The connectivity structure of power transmission grids can
be modeled as a graph. A graph G = (V, E') consists of a set
V ={v1,...vy} of nodes (buses) and a set £ = {ey,...er}
of edges (transmission lines or branches), where each ¢, € F
connects two nodes, e; = {vg,, vy, },vr,, € V. Choosing an
arbitrary but fixed orientation of the edges, the graph can be

encoded in terms of the node-edge incidence matrix I € RV *F
[21] with components
1 if node n is the tail of edge e/,
I, ¢ =< —1 ifnode n is the head of edge e, (12)

0 otherwise.

The vector space V ~ R" is called the node space of G' and
the vector space £ ~ R” is called the oriented edge space of G.
V is spanned by the basis vectors v; = (0,...,0,1,0,...0)" €
RY with a 1 at the ith position and zeros everywhere else.
Each basis vector v; € V is associated with the node v; € V.
Similarly, the edge vector space £ is spanned by the basis vectors
e, =(0,...,0,1,0,...0)" € R, with one 1 at the /th position
and is associated to the oriented edge e, € E.

The nullspace ker I of the node-edge incidence matrix is
called the cycle space C and its elements consist of all closed
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Fig. 1. Adding oriented cycles corresponds to the operation of symmetric
difference. (a) A basis of the cycle space C ~ R? is given by the vectors ¢; =
(0,1,-1,0,0,0,—1)" and e = (1,—1,0,1,1,0)". Note that L = 6, N =
5 such that L — N + 1 = 2. (b) A third cycle is obtained by forming the
linear combination ¢3 = ¢; + ¢ = (1,0, —1,1,1,—1). Because the edges
are oriented, this linear combination corresponds to the symmetric difference of
edge sets.

oriented paths (cycles) of GG. Each cycle path is represented by
a vector ¢ € R” containing a +1 (if the edge oriented in the
same way as the cycle) or a —1 (if the edge is oriented in the
opposite way from the cycle) for each edge that is part of the
cycle. It can be shown that C ~ RL~N+%k — R where k is the
number of connected components of G [25]. In the following, we
will consider the case k = 1 without loss of generality because
each connected component can be analyzed separately. Thus,
there exists a basis of L — N + 1 cycles from which all other
cycles can be obtained by (integer) linear combination. Forming
a linear combination with coefficients in {—1,0, 1} such that
edges contained in more than one cycle cancel is equivalent to
the set-theoretic operation of symmetric difference [25] between
the edge sets making up the cycles (see Fig. 1). The symmetric
difference of two sets A and B is defined as the set (AU B) \
(AN B). It contains all elements that are contained in either A
or B but not in both.

One cycle basis for G is constructed as follows. Let 7 be a
minimum spanning tree of G. We note that such a minimum
spanning tree contains exactly N — 1 edges. For each edge e ¢
T, a cycle is defined by the set of e together with the path in 7°
connecting the nodes of e. There are exactly L — N 4 1 such
cycles, one for each edge notin 7. They are linearly independent
because each of them contains at least one edge not found in the
others (e), thus they make up a basis of C.

Given such a basis of cycles {c1,...,cL_n41}, We can now
define the cycle-edge incidence matrix C' € REX(E-N+1) py

1 if edge ¢ is element of cycle c,

Cy. =< —1 ifreversed edge / is element of cycle ¢, (13)
| 0 otherwise.
An explicit calculation shows that the matrix product
IC =0 e RVX(E-N+1), (14)
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IV. DUAL METHOD

In this section, we introduce an alternative approach to net-
work flows based on the dual representation of the network.
This method can speed up computations considerably and also
sheds some light on topological aspects of power flows. We note
that the term duality here refers to the fact that the PTDFs can
be calculated equivalently using voltage angles or cycle flows.
However, in power grids with few cycles, there are much fewer
cycle flows to compute than voltage angles, thus making the
cycle flow method more economical. To start, we reformulate
the dc model in a in a compact matrix notation.

Consider a grid with N nodes and L transmission lines or
transformers. The real power injections P and the voltage angles
0 are associated with the nodes of the network, i.e., they are ele-
ments of RV . In contrast, power flows and susceptances are as-
sociated with lines, i.e., they are represented by elements of R”.
To be precise, we label all transmission lines by £ =1,..., L.
We then have a mapping between ¢ and an ordered pair of nodes
(i,7). The ordering is arbitrary but must kept fixed as we are
dealing with directed quantities such as power flows. This map-
ping is encoded in the node-edge incidence matrix I € RV*E,
Let F; denote the real power flows on the line ¢ and define
the vector F' = (F,...,Fp) € RE. The susceptances b, of the
transmission lines are summarized in the branch susceptance
matrix B, = diag(by,...,b;) € RE*L and the branch reac-
tance matrix X, = diag(1/by,...,1/by) € RX*L The nodal
suceptance matrix then reads B = IB,I".

Within the dc approximation (2), the voltage angles and the
flows are then written as

0= (IB,I")'P,

F=RB,I'0. (15)

In practical applications it is common to define a PTDF ma-
trix which summarizes the distribution factors for all lines ¢
{1,...,L} and all nodes r € {1..., N}, fixing the slack node
s. For notational convenience we define the matrix § € RV <V
generalizing the injection vectors g, used above,

-1 ifi=j#s,
+1 ifi=s,7#s,

0 otherwise.

Sy = (16)

The PTDF matrix for a given slack node s then reads

PTDF = B,I' (IB,I')"'S. (17)

For the calculation of the LODFs we do not fix a slack node s
but consider the case where power AP is injected at one end of
a line ¢ and withdrawn at the other end. This is described by the
matrix

PTDF = B,I' (IB,I')'T (18)
such that the LODFs read
LODF’ = PTDF' (Il — diag(PTDF’))™", (19)

where diag denotes the diagonal part of a matrix.
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The standard approach to the calculation of PTDFs focuses
on the nodes of the grid and the computationally most de-
manding step is the inversion of the nodal susceptance matrix
B ¢ RV*N | As an alternative, we propose a method that works
with the real power flows directly. Assume that additonal real
power AP is injected at the slack node s and taken out at node 7.
To find the change of the power flows we proceed in two steps.
First, we construct all vectors AF' which satisfy the real power
balance: The sum of all flows incident to a node must equal the
injected real power, +A P at node s, —AP at node r and zero
otherwise, cf. equation (1). In vectorial form this condition can
be written as

APq,, = IAF (20)

Then we single out the vector which yields the correct voltage
angles A#, see (5).

Any vector of flows AF' transporting the real power AP
from node s to node 7 can be decomposed into two parts: a flow
of magnitude AP on an arbitrary path from node s to node r
plus an arbitrary amount of cycle flows which do not affect the
power balance at any node. This decomposition is illustrated in
Fig. 3(c) for a simple example network.

The set of paths from a fixed slack node s to all other nodes in
the grid is referred to as a spanning tree in graph theory and can
be calculated using efficient algorithms [25]. A spanning tree
is generally not unique; an arbitrary one can be chosen for our
purposes. It is most convenient to encode the paths by a matrix
T € RL*N with the components

1 if line ¢ is element of path s — 7,
Té,r = -1
0 otherwise.

if reversed line ¢ is element of path s — r,

21
A power flow of magnitude A P from node s to 7 is then given by
one vector AF' = APT. ., where T'., denotes the rth column
of the matrix T'.

Furthermore, we need to characterize the cycle flows in
the grid. We denote the strength of the cycle flows by f.
and define the vector f = (f1 ..., fr_n+1) € REZVHL where
L — N + 1 is the number of independent cycles. The flow vec-
tor A F' is then written as the direct flow and an arbitrary linear
combination of cycle flows as

AF =APT., +Cf, (22)

where C € RE~N+1 is the cycle-edge incidence matrix (13).
For any choice of f, AF satisfies the real power balance at
each node because IC = 0.

In a second step, we determine the correct physical flow vector
AF'. This amounts to calculating the cycle flow strengths f such
that all voltage angles in the grid are unique. A necessary and
sufficient condition is that the sum of all angle differences along
any closed cycle equals zero,

>

(ij)ecyclec

(AG; — AB;) = 0. (23)

As the cycles form a vector space it is sufficient to check
this condition for the L — IV + 1 basis cycles. Using AL} =

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 32, NO. 2, MARCH 2017

Construct the cycle-edge incidence matrix C,
the spanning tree matrix 7',
and the branch reactance matrix X ;4.
¥
Form the matrices X = C* X T,
and X = C"X,C.

¥
Solve the linear system XY = X .

¥

PTDF =T - CY.

Fig. 2. Flow chart describing how to use the dual method to compute the
PTDF matrix from equation (28).

bij (Af; — AB;), the condition reads

> AF/b; =0

(ij)ecyclec

(24)

for all basis cycles ¢ € {1,...,L — N + 1}. This set of equa-
tions can be recast into matrix form,

C'X,AF =0. (25)
Inserting the decomposition (22) we obtain
C'X,Cf+APC'X,T., =0, (26)

which can be solved for the cycle flows f. The formal solution
is

f=-AP(C'B;'C)"'C'B;'T., . (27)

The changes of the real power flows are given by equation (22).
The PTDF matrix summarizing the distribution factors for all
nodes 7 and a fixed slack bus s is then calculated by inserting
equation (27) into equation (22) and subsequently using the
definition (7). The result is

PTDF = [l - C(C'X,C)'C'X,| T. (28)

An efficient way of using this formula is shown in the flow chart
Fig. 2.

For the calculation of the LODFs we do not need to calcu-
late the matrix 7', as only injections at the terminal end of the
lines £ = 1,..., L are considered. The LODF matrix is given
by equation (19) with

PTDF = [l - C(C'X,C)'C'X,], (29)
where the derivation proceeds
equation (28).

We stress that equation (28) is not an approximation to the
conventional equation (17), it is an alternative but mathemati-
cally fully equivalent way of computing the PTDFs. There are
no approximations involved in the transformation to the dual
description. The applicability of linear distribution factors itself
is discussed in [22]-[24], [26].

analogously to that of
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(c)
Fig. 3. Physical and cycle flows in a five-bus example network (a) Circuit

diagram of the five-bus example network [27]. The reactances of each line are
given in p.u. (b) Topology of the network. Labels of nodes, lines and cycles
as used in the text. (c) Calculation of PTDFs. Black numbers give the physical
power flow A F when 1 MW is injected at node 4 and withdrawn at node 1.
The flows A F' can be decomposed into a 1 MW-flow from node 4 to node 1 on
the direct path plus two cycle flows shown by blue arrows.

V. EXAMPLE

As an instructive example we consider the five-bus test grid
from MATPOWER [27] with N =5 and L = 6. The circuit
diagram as well as the topology of the grid are illustrated in
Fig. 3. The node-edge incidence matrix is given by

+1 +1 +1 O 0 0
-1 0 0 +1 O 0
I=1] 0 0 0 -1 +1 0
0 -1 0 0o -1 -1
0 0 -1 0 0 +1

(30)

The grid contains 2 independent cycles, which are chosen as
cycle 1: line 2, reverse line 6, reverse line 3.
cycle 2: line 1, line 4, line 5, reverse line 2
The cycle-edge incidence matrix thus reads

ct_ (0 +1 -1 0 0 -1
“\+1 -1 0 41 41 o0 /-

Fig. 3(c) shows the physical real power flows as well as
the cycle decomposition (22) for s =4 and r» = 1. There is a
direct flow of magnitude AP =1 MW from node 4 to node 1.
Additional cycle flows along the two independent cycles do not
affect the power balance. The physical flows are recovered when
the strength of the cycle flows is given by f; = 0.126 MW and
fo = —0.148 MW.

3D
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The example shows how the new method can potentially
speed-up the computation of PTDFs. The conventional approach
focuses on the N = 5 nodes of the grid and calculates how the
voltage angles change. But these N = 5 variables are not inde-
pendent but related topologically through the condition (23). In
the new approach only 2 independent variables, the cycle flow
strengths, must be calculated. The changes in power flow then
follow directly from (22) and the PTDFs from (28).

VI. IMPLEMENTATION AND COMPUTATIONAL PERFORMANCE

The computationally most demanding part in the calculation
of PTDFs is the inversion of a large matrix. In the conventional
approach defined by equation (17), the N x N-matrix B =
IB,I' has to be inverted. The dual method defined by equation
(28) requires the inversion of a (L — N 4+ 1) x (L — N + 1)-
matrix C" X ;C instead. In real-world power grids, the number
of cycles L — N + 1 is often much smaller than /N. Hence a
much smaller matrix has to be inverted which can lead to a
significant speed-up of numerical calculations.

In practical applications, the formula (17) for the conventional
computation of PTDFs is usually slightly modified. As noted be-
fore, the nodal susceptance matrix B has one zero eigenvalue
associated with a global shift of the voltage angles. One gener-
ally fixes the voltage angle at the slack node s at a value of zero
and excludes this node from the calculation. Equation (17) then
reads

PTDF,.q = Bf.,red B, (32)

red?

where By = B,I' and the subscript ‘red’ indicates that slack
bus is excluded, i.e., the sth row and column is deleted in B and
the sth column for all other matrices. Furthermore, one does not
have to compute the full inverse of the matrices but can solve a
system of linear equations instead. For instance, one can solve

PTDFrodBrcd - Bf.,rcd . (33)

for B,q instead of computing the inverse in equation (32). This
approach is implemented for instance in the popular software
package MATPOWER 5.1 [27].

The dual method yields the formula (28) for the computation
of the PTDF matrix. Again one can omit the full matrix inversion
and solve a linear system of equations instead. Then computation
is then done in two steps

Solve (C'X,C)TEMP = (C'X,T)
Compute PTDF =T — C TEMP. (34)

If one is only interested in calculating LODFs by means of
equations (19) and (29), a further speedup is possible by defining

c' = C'v/X; = QR using a QR decomposition. Then,

PTDF' — [11 — VB.QQ' \/XT} :

completely eliminating the need for inverting any matrices.

(35)

A. Sparse Numerics

We test how the dual method presented in this paper can speed
up actual computations using several test cases. We compare the
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tic;
PTDF1 = zeros(L,N);
Bf = Bd « I’;
Bbus = I * Bf;
PTDF1(:,an) = full(Bf(:,an)/Bbus(an,an));
toc
tic;
Xf = C" % Xd;
Xc = Xf x C;
Xt = Xf = T;
PTDF2 = T - C * full (Xc \ Xt);
toc
Fig. 4. MATLAB code to compare the runtime of the conventional algorithm

and the dual method. All variable names are same as those used in the text with
the exception of an, which indexes all nodes except for the slack.

conventional method using Eq. (32) to the dual method given
by Eq. (34). The runtimes of all methods are evaluated using
the MATLAB script listed in Fig. 4. In addition, we evaluate the
runtime for the solution of the linear set of equations alone, i.e.,
execution of the commands Bf (:,an) /Bbus (an, an) and
Xc \Xt, respectively. The variable an is a vector indexing all
nodes except for the slack node. All other variables are the same
as before.

Because all input matrices involved exhibit a sparse structure
(i.e., they contain many identically zero entries), it is sensible
to test computational performance using specialized sparse nu-
merics. To this end, we converted all input matrices appearing
in the code of Fig. 4 into the sparse format used by MATLAB
using the sparse command. Internally, MATLAB then employs
the high-performance supernodal sparse Cholesky decomposi-
tion solver CHOLMOD 1.7.0 for the solution of the linear system
of equations. The resulting PTDF matrix is full (i.e., it usually
contains no zeros), such that we converted the results back to
a full matrix using the command full. For the dual method,
care has to be taken about where to do the conversion (see the
code example in Fig. 4).

The results are shown in Table I and Fig. 5 for various test
grids from [27]-[31]. For the sake of simplicity we have merged
all parallel transmission lines, such that the graph contains no
loops. Tests were carried out on a workstation with an Intel
Xeon E5-2637v2 processor at 3.5 Ghz and 256 GB RAM using
Windows 8.1Pro, MATLAB version R2015a and MATPOWER
version 5.1. All results were averaged over 100 runs and the
standard deviation is given.

We find that the dual method (34) significantly speeds up
the computation for all test grids under considerations. The
dual method is faster by a factor of up to 4.43 for transmission
grids and up to 6.63 for distribution grids. The speed-up is
even more pronounced if we consider the solution of the linear
system only, ranging up to 12.08 for transmission grids and up to
75.03 for distribution grids. However, the dual methods requires
additional matrix multiplications to construct the PTDFs, which
reduces the total speed-up.
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B. Dense Numerics

Traditional dense numerical performance is dominated by the
dimensionality of the problem, which is given by the number
of nodes NN for the conventional method and the number of
cycles L — N + 1 for the dual method. Hence, the ratio of the
runtimes (the speedup) is essentially determined by the ratio
(L — N + 1)/N. The speed-up obtained using the dual method
is even larger than in the case of sparse numerics and reaches
up to a factor of 5.06 for the transmission test grids and 19.89
for the distribution test grids studied here. Numerically, we find
that the total speedup scales as a power law with the ratio of
the number of cycles and the number of nodes (L — N + 1)/N
with an exponent v = 0.616 (Fig. 6).

VII. POTENTIAL APPLICATIONS
A. Speeding Up Calculations

The dual method can significantly speed up the calculation
of PTDFs depending on the network topology as shown in the
previous section. Thus it can be useful for time-critical applica-
tions where PTDFs must be calculated repeatedly—for instance
in ‘hot-start dc models’ or ‘incremental dc models’. In these
cases the matrix B is different for all base cases under consider-
ation and the distribution factors have to be calculated separately
for all cases (see [24] and references therein). For instance, in
the flow-based approach to capacity allocation and congestion
management in Europe, PTDFs must be calculated for each
timeframe [32].

There are two main reasons making the dual method particu-
larly suitable for this type of applications: First, the speedup can
be significant but the absolute computation times are such that
the conventional method is also feasible when the computation
time is not critical. Second, the application of the dual method
makes use of the spanning tree T" and the cycle incidence matrix
C, the calculation of which also requires some computational
resources. However, both C' and T" depend only on the network
topology, but not on the actual values of B, ;. They are iden-
tical for all base cases such that they can be calculated once
during initialization and stored for further use. Even more, they
can be updated easily when a new bus or a transmission line is
connected to the grid [33].

The speed-up is even more pronounced for distribution grids,
which are ultra-sparse by construction. The use of PTDFs is
less common in distribution grids, but has recently gained some
interest in the control of grid congestion due to electric vehicle
charging [34], [35].

B. Changes of the Grid Topology

In addition to purely numerical benefits, the dual formulation
can be used to derive analytical results on how power flows in
complex grid topologies. For example, it shows in an intuitive
way how the flows are affected by changes of the grid topology.
To demonstrate this we consider the closing of a tie-switch in
a distribution grid. Assuming that the grid was tree-like in its
original configuration, the closing induces a single unique cycle
c and the cycle incidence matrix C' reduces to a vector in R”.
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TABLE I
COMPARISON OF CPU TIME FOR THE CALCULATION OF THE PTDFS OBTAINED WITH MATLAB SPARSE MATRICES

Test Grid Grid Size CPU time in seconds speedup
name source  nodes lines cycles cycles{nodes Conventional method Dual method
N L L-N+1 Lgtl Eq. (32) Eq. (34) t(32)/t(34)
Transmission grids:
case300 [27] 300 409 110 037 0.0038 £0.0006  0.0020 % 0.0005 1.90
case1354pegase 28] 1354 1710 357 0.26 0.131 +0.006 0.038 £0.001 3.46
GBnetwork 291 2224 2804 581 0.26 0.38+0.00 0.09 +0.00 4.43
case2383wp 271 2383 2886 504 021 0.45+0.01 0.12+0.00 3.72
case2736sp 271 2736 3495 760 0.28 0.63 +£0.02 0.30 +£0.02 2.06
case2746wp 271 2746 3505 760 0.28 0.646 +0.031 0.307 +0.031 2.11
case2869pegase 28] 2869 3968 1100 0.38 0.709 +0.052 0.224 +0.002 3.16
case3012wp 271 3012 3566 555 0.18 0.696 +0.052 0.173 +£0.014 4.04
case3120sp 271 3120 3684 565 0.18 0.735 +£0.045 0.184 +0.020 3.99
westernus [30] 4941 6594 1654 0.33 1.906 +0.079 0.669 +0.054 2.85
case9241pegase [28] 9241 14207 4967 0.54 9.49 +£0.97 7.61 £0.46 1.25
Distribution grids:
bus_873_7 [31] 880 900 21 0.02 0.043 £0.000 0.007 £0.001 6.43
bus_10476_84 [311 8489 8673 185 0.02 4.49+0.43 0.68 +0.21 6.63
1 1
The PTDFs change as E 10 10 S
APTDF = —C(CT"x,C)"'C" X,T, 36) 2
(2] —_
)
which allows for a very simple interpretation. Consider the 7th ~ § 5 10~ 107
. c
row of the PTDF matrix and assume that the root of the tree has = £
o <
been chosen as slack. Then we have c 2
o -3 -3
> Ty 5 105 4 s 10 4 6
APTDFT - _C lecycle cand f€ path s—r ¢ ) (37) ?, 10 10 10 10 10 10
> recyclec Tt nnz(B) nnz(C'X C)
This formulation shows two main aspects of flow rerouting due @) ()
to the closing of the switch: First the PTDF matrix changes o '
only for the lines which are part of the induced cycle. Sec- 3
ond, the strength of the change is given by the ratio of two §_
sums of line reactances: In the denominator we sum over all o
. . . ©
lines which are part of the cycle ¢ and in the numerator we IS
sum only over which are part of the cycle ¢ and the direct 10° . 9
path from the slack node s to node r. Loosely speaking, this 107" 10° 10’
ratio measures the overlap of the induced cycle and the direct nnz(CtX dC)/nnz(B)
path from s to r. This and similar results can also be obtained (c)
in a different way, but are immediately obvious in the dual
Fig. 5. Depending on network topology, the dual method can significantly

formulation.

C. Quantifying Unscheduled Flows

Unscheduled power flows or loop flows refer to the fact that
power can flow through several paths in a meshed grid, and thus
lead to different flows than scheduled during trading. These
flows significantly contribute to limits for limit cross border
trading, e.g., in the interconnected European grid, and have
played an important role in events like the 2003 North Amer-
ican blackout [36]-[38]. We here discuss the quantification of
unscheduled flows on a nodal level. Unscheduled flows between
different loop flows zones can be treated in the same manor using
zonal PTDFs and effective line parameters [39], [40].

Suppose a generator at node s sells power P to a consumer at
node 7 and let € R’ be a vector which encodes the scheduled
path for the power flow. In the simplest case there is a direct
connection between nodes s and r via the transmission line /.

speed up the calculation of the PTDFs. (a, b) The runtime of the linear inversion
step using the MATLAB Cholesky decomposition solver scales with the num-
ber of non-zero elements (‘nnz’) of the matrices B and the matrix C' X ;C,
respectively. However, the scaling exponents and the prefactors are vastly dif-
ferent, such that the dual method is faster. (c) The total speed-up is given by the
ratio of the runtimes of the conventional node-based method with fixed slack
and the dual method including all matrix multiplications. The total speed-up
lies between 1.25 and 6.63 for the test grids under consideration. The runtimes
have been evaluated using the code listed in Fig. 4 and are listed in Table I. The
black lines are power-law fits to the data.

Then 7 is a unit vector which is one at position ¢ and zero
otherwise. Formula (28) now directly yields the actual, sched-
uled and unscheduled flows induced by this transaction:

Factual = Pr *PC(CTXdC)ilcTXdﬂ' . (38)

=:Fscheduled

=:Funscheduled
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©
@
o)
o}
(2]
s
i)
10° — o
10 10 10
ratio #cycles / #nodes #
Fig. 6. Total speed-up of the dual method using dense numerics using the

same test grids as in Fig. 5 as a function of the ratio of the numbers of cycles
L — N + 1 and the number of nodes N. The black line is a power law fit
a x [(L =N+ 1)/N]~7 to the data, which yields the parameters oo = 1.355
and v = 0.616.

VIII. CONCLUSION

PTDFs and LODFs are important tools enabling the efficient
planning of power grid operations in contingency cases. Espe-
cially for very large networks, computational efficiency can be
crucial. We presented a novel method of calculating the PDTFs
based on cycle flows, eliminating redundant degrees of freedom
present in the conventional approach. The main step of the com-
putation is the solution of a large linear system of equations,
whose dimensionality is reduced from the number of nodes NV
to the number of fundamental cycles L — N + 1, L being the
number of branches. This can result in a significant improvement
of the computation time for grids where the number of cycles
L — N + 1is significantly smaller than the number of nodes V.
In addition, the cycle flow description provides a conceptual ad-
vantage, dealing with power flows directly without recourse to
voltage angles. We finally note that mathematically equivalent
models of flow are used to describe hydraulic networks [41] or
vascular networks of plants [42].

REFERENCES

[1] S. M. Amin and B. F. Wollenberg, “Toward a smart grid: Power delivery
for the 21st century,” IEEE Power Energy Mag., vol. 3, no. 5, pp. 3441,
Sep./Oct. 2005.

[2] P. Pourbeik, P. Kundur, and C. Taylor, “The anatomy of a power grid
blackout—Root causes and dynamics of recent major blackouts,” IEEE
Power Energy Mag., vol. 4, no. 5, pp. 22-29, Sep./Oct. 2006.

[3] W. Kroger, “Critical infrastructures at risk: A need for a new conceptual
approach and extended analytical tools,” Rel. Eng. Syst. Safety, vol. 93,
no. 12, pp. 1781-1787, 2008.

[4] E. van der Vleuten and V. Lagendijk, “Transnational infrastructure vul-
nerability: The historical shaping of the 2006 European blackout,” Energy
Policy, vol. 38, no. 4, pp. 2042-2052, 2010.

[5] D. Heide, L. von Bremen, M. Greiner, C. Hoffmann, M. Speckmann,
and S. Bofinger, “Seasonal optimal mix of wind and solar power in
a future, highly renewable Europe,” Renew. Energy, vol. 35, no. 11,
pp. 2483-2489, 2010.

[6] M. Rohden, A. Sorge, M. Timme, and D. Witthaut, “Self-organized syn-
chronization in decentralized power grids,” Phys. Rev. Lett., vol. 109,
no. 6, p. 064101, 2012.

[7]1 T. Pesch, H.-J. Allelein, and J.-F. Hake, “Impacts of the transformation of
the german energy system on the transmission grid,” Eur. Phys. J. Special
Topics, vol. 223, no. 12, pp. 2561-2575, 2014.

[8] A. J. Wood, B. E. Wollenberg, and G. B. Sheblé, Power Generation,
Operation and Control. New York, NY, USA: Wiley, 2014.

[9] C.-Y. Lee and N. Chen, “Distribution factors of reactive power flow in
transmission line and transformer outage studies,” IEEE Trans. Power
Syst., vol. 7, no. 1, pp. 194-200, Feb. 1992.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]
[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 32, NO. 2, MARCH 2017

T. Giiler, G. Gross, and M. Liu, “Generalized line outage distribution
factors,” IEEE Trans. Power Syst., vol. 22, no. 2, pp. 879-881, May
2007.

P. W. Sauer, “On the formulation of power distribution factors for linear
load flow methods,” IEEE Trans. Power App. Syst., vol. PAS-100, no. 2,
pp. 764-770, Feb. 1981.

W. Y. Ng, “Generalized generation distribution factors for power system
security evaluations,” IEEE Trans. Power App. Syst., vol. PAS-100, no. 3,
pp. 1001-1005, Mar. 1981.

B. Stott, O. Alsac, and A. J. Monticelli, “Security analysis and optimiza-
tion,” Proc. IEEE, vol. 75, no. 12, pp. 1623-1644, Dec. 1987.

T. Guler and G. Gross, “Detection of island formation and identification
of causal factors under multiple line outages,” IEEE Trans. Power Syst.,
vol. 22, no. 2, pp. 505-513, May 2007.

1. Dobson, J. Chen, J. Thorp, B. Carreras, and D. Newman, “Examining
criticality of blackouts in power system models with cascading events,” in
Proc. 35th Annu. Hawaii Int. Conf. Syst. Sci., 2002, pp.—10.

H. Singh, S. Hao, and A. Papalexopoulos, “Transmission congestion man-
agement in competitive electricity markets,” IEEE Trans. Power Syst.,
vol. 13, no. 2, pp. 672-680, May 1998.

M. Gravener and C. Nwankpa, “Available transfer capability and first
order sensitivity,” IEEE Trans. Power Syst., vol. 14, no. 2, pp. 512-518,
May 1999.

B. Stott, J. Marinho, and O. Alsac, “Review of linear programming applied
to power system rescheduling,” in Proc. IEEE Conf. Power Ind. Comput.
Appl. Conf., 1979, pp. 142—154.

B. Marinescu, J. Coulondre, P. Tsamasphyrou, and J.-Y. Bourmaud, “Im-
proving TSO’s coordination for cross-border redispatch: A discussion of
possible approaches in the European context,” in Proc. CIGRE/IEEE PES
Int. Symp., 2005, pp. 378-385.

J.J. Grainger and W. D. Stevenson Jr., Power System Analysis. New York,
NY, USA: McGraw-Hill, 1994.

M. E. J. Newman, Networks—An Introduction. Oxford, U.K.: Oxford
Univ. Press, 2010.

R. Baldick, “Variation of distribution factors with loading,” IEEE Trans.
Power Syst., vol. 18, no. 4, pp. 1316-1323, Nov. 2003.

R. Baldick, K. Dixit, and T. Oberbye, “Empirical analysis of the varia-
tion of distribution factors with loading,” in Proc. IEEE Power Eng. Soc.
General Meeting, 2005, pp. 221-229.

B. Stott, J. Jardim, and O. Alsac, “DC power flow revisited,” IEEE Trans.
Power Syst., vol. 24, no. 3, pp. 1290-1300, Aug. 2009.

R. Diestel, Graph Theory. New York, NY, USA: Springer, 2010.

D. Van Hertem, J. Verboomen, K. Purchala, R. Belmans, and W. Kling,
“Usefulness of DC power flow for active power flow analysis with flow
controlling devices,” in Proc. 8th IEEE Int. Conf. AC DC Power Transm.,
2006, pp. 58-62.

R. D. Zimmerman, C. E. Murillo-Sanchez, and R. J. Thomas, “Mat-
power: Steady-state operations, planning and analysis tools for power
systems research and education,” IEEE Trans. Power Syst., vol. 26, no. 1,
pp. 12-19, Feb. 2011.

S. Fliscounakis, P. Panciatici, F. Capitanescu, and L. Wehenkel, “Con-
tingency ranking with respect to overloads in very large power systems
taking into account uncertainty, preventive and corrective actions,” [EEE
Trans. Power Syst., vol. 28, no. 4, pp. 4909-4917, Nov. 2013.

W. A. Bukhsh and K. McKinnon, Network data of real trans-
mission networks, 2013. [Online]. Available: http://www.maths.ed.ac.
uk/optenergy/NetworkData/

D. J. Watts and S. H. Strogatz, “Collective dynamics of small-world net-
works,” Nature, vol. 393, pp. 440-442, 1998.

R. Kavasseri and C. Ababei, Reds: Repository of distribution systems. [On-
line]. Available: http://www.dejazzer.com/reds.html, accessed May 18,
2016. We consider the case where all tie-switches are closed. For the grid
bus_10476_84, we consider only the largest connected component.
European Commission, Commission Regulation 2015/1222 establish-
ing a guideline on capacity allocation and congestion manage-
ment, 24 July 2015. [Online]. Available: http://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A32015R 1222

F. Chin and D. Houck, “Algorithms for updating minimal spanning trees,”
J. Comput. Syst. Sci., vol. 16, no. 3, pp. 333-344, 1978.

N. O’Connell, Q. Wu, J. @stergaard, A. H. Nielsen, S. T. Cha, and Y. Ding,
“Day-ahead tariffs for the alleviation of distribution grid congestion from
electric vehicles,” Elect. Power Syst. Res., vol. 92, pp. 106 —114, 2012.
R.Li, Q. Wu, and S. S. Oren, “Distribution locational marginal pricing for
optimal electric vehicle charging management,” IEEE Trans. Power Syst.,
vol. 29, no. 1, pp. 203-211, Jan. 2014.

Authorized licensed use limited to: SLUB Dresden. Downloaded on November 30,2021 at 09:49:51 UTC from IEEE Xplore. Restrictions apply.



RONELLENFITSCH et al.: DUAL METHOD FOR COMPUTING POWER TRANSFER DISTRIBUTION FACTORS

[36]

[37]

[38]

[39]

[40]

[41]

[42]

J. Bower, Seeking the single European electricity market: evidence
from an empirical analysis of wholesale market prices, Oxford Institute
for Energy Studies, Tech. Rep. 286084, 2002. [Online]. Available:
https://www.oxfordenergy.org/publications/seeking-the-single-european-
electricity-market-evidence-from-an-empirical-analysis-of-wholesale-
market-prices/

S. Suryanarayanan, “Techniques for accommodating unscheduled flows
in electricity networks and markets,” in Proc. IEEE Power & Energy Soc.
General Meeting-Convers. Del. Elect. Energy 21st Century, 2008, pp. 1-6.
A. Marinakis, M. Glavic, and T. V. Cutsem, “Minimal reduction of un-
scheduled flows for security restoration: Application to phase shifter con-
trol,” IEEE Trans. Power Syst., vol. 25, no. 1, pp. 506-515, Feb. 2010.

K. Purchala, E. Haesen, L. Meeus, and R. Belmans, ‘“Zonal network
model of european interconnected electricity network,” in Proc. Int. Symp.
CIGRE/IEEE PES, 2005, pp. 362-369.

B. Tranberg, A. B. Thomsen, R. A. Rodriguez, G. B. Andresen, M. Schifer,
and M. Greiner, “Power flow tracing in a simplified highly renewable
european electricity network,” New J. Phys., vol. 17, no. 10, 2015, Art.
no. 105002.

N. Hwang and R. Houghtalen, Fundamentals of Hydraulic Engineering
Systems. Upper Saddle River, NJ, USA: Prentice-Hall, 1996.

E. Katifori, G. J. Szol16si, and M. O. Magnasco, “Damage and fluctuations
induce loops in optimal transport networks,” Phys. Rev. Lett., vol. 104, Jan.
2010, Art. no. 048704.

Henrik Ronellenfitsch received the B.Sc. and M.Sc.
degrees in physics from ETH Ziirich, Switzerland, in
2010 and 2012, respectively. He received the Ph.D.
degree from the Max Planck Institute for Dynam-
ics and Self-Organization in Gottingen, Germany, in
2016 working on problems involving flow and trans-
port networks as applied to biological and human-
made systems and now works as a Postdoctoral Re-
searcher at the Department of Physics and Astron-
omy, University of Pennsylvania.

University of Gottingen.

1015

Marc Timme studied physics and applied mathemat-
ics at the Universities of Wiirzburg (Germany), Stony
Brook (New York, USA) and Gottingen (Germany).
He holds an M.A. in Physics from Stony Brook and
a Doctorate in Theoretical Physics (Gottingen). Af-
ter postdoctoral and visiting stays at Cornell Uni-
versity (New York, USA) and the National Research
Center of Italy (Sesto Fiorentino) he is heading the
Max Planck Research Group on Network Dynam-
ics at the Max Planck Institute for Dynamics and
Self-Organization. He is Adjunct Professor at the

Dirk Witthaut received the Diploma (M.Sc.) and
Ph.D. degrees in physics from the Technical Univer-
sity of Kaiserslautern, Germany, in 2004 and 2007,
respectively. He has been a Postdoctoral Researcher
at the Niels Bohr Institute in Copenhagen, Denmark
and at the Max Planck Institute for Dynamics and
Self-Organization in Gottingen, Germany and a Guest
Lecturer at the Kigali Institute for Science and Tech-
nology in Rwanda. Since 2014, he has been head-
ing a Research Group at Forschungszentrum Jiilich,
Germany.

Authorized licensed use limited to: SLUB Dresden. Downloaded on November 30,2021 at 09:49:51 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


